Large Language Models for Document Visual
Question Answering

Abstract
Document visual question answering is an important tool to perform high-level
reasoning and interpret document images. Nowadays, Large language models are
becoming popular in question answering tasks. In this project, we aim to incor-
porate the large language models in a machine learning model that answers user
questions and queries about a document image in a multi-modal fashion.
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Description:

Document intelligence is the field of research at the meeting point between Computer
Vision (CV) and Natural Language Processing (NLP), focusing on techniques and
methods for extracting, interpreting and inferring information from documents. It is
a research field in rapid expansion with applications in many different sectors where
the processing of large volumes of documents is critical, such as finance, insurance,
public administration, businesses or personal document management. One of the sub-
fields of document intelligence is Document Visual Question Answering (DocVQA) [1].
DocVQA is considered as a tool to perform high-level reasoning on document images
and conditionally interpret the document information. The process consists of the fol-
lowing: inputting the document image with a requested question about it to a machine
learning model, then, the model should output the answer. Several approaches have
recently appeared following this process [2, 3]. DocVQA models include usually a
vision encoder, a text encoder and a text decoder with a language model as illustrated
in fig 1.

Large Language Models (LLM) are now popular in NLP tasks, mainly after the
appearance of GPT variants, LLaMA [4], PaLM, etc. LLMs showed a great perfor-
mance on question answering and context understanding, especially with the tool
ChatGPT. However, GPT models are big and require huge resources to fine-tune them
on desired tasks like DocVQA. Recently, some works appeared and show the possibil-
ity to fine-tune LLaMA with reasonable resources and get similar results to ChatGPT
on many tasks [5, 6]. Another work presented in [7] even fine-tune these models to
multi-modal tasks to simulate GPT 4 with less resources.

Motivated by this, we plan in this project to use the LLMs in a multi-modal
DocVQA task. The intuition is that the large knowledge possessed by those models
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Fig. 1 An example of a DocVQA model. This figure is taken from [2].

shall benefit the outputted answer quality and precision for our task.

Work required by the student:

® Exploring the state-of-the-art DocVQA systems and reproducing their architectures
and results.

® Including the LLM part to the DocVQA model and fine-tuning all the components
in an end-to-end fashion.

Contact:

¢ Mohamed Ali Souibgui
email: msouibgui@cvc.uab.es

¢ Dimosthenis Karatzas
email: dimos@cvc.uab.es
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